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The role of data centers is rapidly changing, in part driven by the cloud, data growth 
and IT cost reduction. Significantly more dynamic activities are taking place in the data 
center environment. This presents new challenges when it comes to designing and 
future-proofing data center infrastructure. 

Building a data center demands a high degree of flexibility and a modular approach 
in order to be able to adapt to the ever-changing needs of the market. Projects are 
also becoming more and more complex due to increasing globalisation. Support and 
assistance from a well-informed, trustworthy partner is essential. 

RELIABLE, EFFICIENT AND SCALABLE DATA CENTER INFRASTRUCTURES 
IS WHAT WE CREATE  
With award-winning solutions from Legrand, SJ Manufacturing and Raritan you benefit 
from optimal uptime of mission-critical operations. Our team of local specialists design 
and build innovative solutions including enclosures, cooling, power, structured cabling 
and access management to meet your unique requirements. Relied upon by thousands 
of organisations for over 30 years, Legrand Data Center Solutions is your global partner 
to count on. For more information visit:

Legrand  
Data Center  

Solutions

datacenter.legrand.com

Formulated by the EU’s Joint Research Center, the Code 
is a measured response to the energy challenges the 
EU faces. It’s aim is to encourage companies with data 
centers to reduce energy consumption while ensuring 
business objectives continue to be met.

As an endorser, we have pledged to implement the 
Code’s ethos through devising products and services 
that help organizations to bring their data centers into 
line with its best practice recommendations.

ENDORSER OF THE EU CODE OF CONDUCT ON 
DATA CENTER ENERGY EFFICIENCY 
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POWERED BY SPECIALISTS

Legrand cabling systems for the white space currently provide high-quality 
connectivity to more than 200 million devices. The Legrand Group is a world 
leader in communication networks for data transmission. Its investment in 
the development and design of structured cabling systems and solutions has 
enabled it to expand its offer and achieve the highest level of perfomance. 

SJ Manufacturing is a leading manufacturer of racks, voice-over data image 
racks and related products for data centers. SJ manufacturing controls the 
process from initial design through to distribution and delivery, ensuring high 
standards are maintained at every stage of production to bring you quality 
products guaranteed to last. 

Raritan offers data center power management solutions that include intelligent 
PDUs, transfer switches, environmental rack controllers and sensors as well 
as serial console servers and KVM-over-IP switches. In over 76 countries 
and 60,000 locations worldwide, Raritan’s award-winning hardware solutions 
increase energy efficiency, improve reliability, and raise productivity.

YOUR BENEFITS

• Increase your ability to  
    scale according to your  
    business requirements
• Get the maximum from  
    your existing & future 
    IT equipment
• Adapted to all data  
    center use 
•  Enhance your data  
    center reliability

Our customers talk about which data center challenges they are facing such as, 
IT cost reduction or future-proofing their IT investments. The cases show how 
they have been handling these challenges with Legrand Data Center Solutions. 
You can read the stories on our websites:  

OUR REFERENCES



Within a context of increasing globalization, in which projects are more and more 
complex, the support of a knowledgeable, reliable partner is essential: it is the real 
key to success!

Choosing Legrand Data Center Solutions gives you the assurance of global expertise 
thanks to:

• A global network of specialist partners.
• Innovative applications and a comprehensive range of products enabling you to  
   build solutions and configure systems which incorporate the latest
   technological advances.
• Specialized teams will help you set up your project, from its design through to  
   final implementation. 
• With the modular and integrated products available from Legrand Data Center  
   Solutions, you are assured of future-proofing your data center investments.  
   Only then can the right level of performance be offered, powered by specialists!

Legrand: 
Local presence, 

worldwide  
support

The Legrand Group strives to operate in an ethical, 
innovative, customer-oriented and sustainable manner 
in its day-to-day activities. Thus, Legrand attaches great 
importance to  Corporate Social Responsibility (CSR). 

OUR TEN PRIORITY OBJECTIVES:
1. Provide sustainable solutions
2. Play a driving role in the electrical sector
3. Act ethically
4. Ensure responsible purchasing
5. Enable access to electricity for all

6. Respect human rights
7. Guarantee health and safety at work
8. Develop skills and promote diversity
9. Reduce the Group’s environmental footprint
10.  Innovate for a more circular economy

CORPORATE SOCIAL RESPONSIBILITY

4



AN ACTIVE  INTERNATIONAL 
PRESENCE

ESTABLISHED IN OVER 90 COUNTRIES

SALES IN CLOSE TO 180 COUNTRIES 

4.9% OF TURNOVER INVESTED TO 
RESEARCH & DEVELOPMENT

The current data center market is getting more and more mature with a strong focus 
on availability, efficiency and cost control. Legrand’s approach is to fully understand 
it’s client’s requirements and business drivers. It will constructively challenge and 
align it. In-depth market and product knowledge as well as a strong link with standard 
committees and the consultant world further helps to get the best results for our client’s 
data centers. 

Our specialists of Legrand, SJ Manufacturing and Raritan have published a number of 
white papers which can be used as a guide to create future-proof and energy-efficient 
data centers. Next to this other tools like specification documents, configurators, 
training and knowledge sharing sessions are provided at your request. As can be 
expected, all knowledge is perfectly translated into the design of our data center 
portfolio seamlessly.   

Thought  
leadership

WHITE PAPERS 
Our experts have published a number of white papers which can be used as a guide to creating a future-proof and energy-
efficient data center. 

Examples of Raritan’s white papers: 
• The New Digital Outpost: Why We Must Rethink Remote Infrastructure
• Data Centers of the Future: A Shifting Landscape from the Core to the Edge
• Data Center Physical Realities in a Software-Defined And Virtualized World
• Deploying High Power to IT Equipment Racks
Find more white papers on the website: www.raritan.com/resources/white-papers

DCIM Software and IT Service Management - Perfect Together
 
DCIM: The Physical Heart of ITSM

A White Paper from Raritan

©2014 Raritan Inc

A White Paper from Raritan

Data Center Physical Realities in a 
Software-Defined and Virtualized World 
Optimizing IT Infrastructures for Today’s Business Demands

©COPYRIGHT 2017 451  RESEARCH.  ALL RIGHTS RESERVED.

Datacenters of  
the future
A shifting landscape from  
the core to the edge 
M AY  20 1 7

PATHFINDER REPORT

CO M M I S S I O N E D  BY

RED
PMS 032

A White Paper from Raritan

The New Digital Outpost
Why We Must Rethink Remote Infrastructure

Examples of Legrand’s white papers: 
• Understanding the new category of performance for balanced 
   twisted pair cables
• Fiber considerations when migrating to 40 100-Gigabit Ethernet
• Fiber Optic system - transmission speed from 40 Gbps to 100 Gbps
• LCS3 Evolution of standard 11801 ed 3 2018
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Evolution of standard

11801 Edition 3 - 2018

Within customer premises, the importance of the cabling
infrastructure is similar to that of other fundamental building
utilities such as heating, lighting and mains power. As with
other utilities, interruptions to service can have a serious
impact. Poor quality of service due to lack of design foresight,
use of inappropriate components, incorrect installation,
poor administration or inadequate support can threaten an
organisation’s effectiveness.

Historically, the cabling within premises comprised both
application-specific and multipurpose networks. The original
edition of this standard enabled a controlled migration to
generic cabling and the reduction in the use of application-
specific cabling. The subsequent growth of generic cabling
designed in accordance with ISO/IEC 11801 has:

a) contributed to the economy and growth of Information and
Communications Technology (ICT )

b) supported the development of high data rate applications
based upon a defined cabling model, and

c) initiated development of cabling with a performance
surpassing the performance classes specified in ISO/IEC
11801:1995 and subsequent editions:

• ISO/IEC 11801:1995 (Ed. 1) - first edition
• ISO/IEC 11801:2000 (Ed. 1.1) - Edition 1, Amendment 1
• ISO/IEC 11801:2002 (Ed. 2) - second edition
• ISO/IEC 11801:2008 (Ed. 2.1) - Edition 2, Amendment 1
• ISO/IEC 11801:2010 (Ed. 2.2) - Edition 2, Amendment 2

The 3rd Edition of ISO/IEC 11801 is now a multipart standard with
the structure shown below. It is at the Final Draft International
Standard (FDIS) stage in 2017 , and is due to be published in
early 2018:

The International Standard ISO/IEC 11801-1 will specify
requirements for balanced twisted-pair copper (Classes A, B,
C, D, E, EA, F, FA, I and II), and fibre optic (OM1, OM2, OM3, OM4,
OM5, OS1a, and OS2) cabling systems used in offices (ISO/IEC
11801-2), industrial buildings (ISO/IEC 11801-3), homes (ISO/IEC
11801-4), data centers (ISO/IEC 11801-5), and for the distribution
of services in buildings (ISO/IEC 11801-6). This standard series
will specify the structure and minimum configurations of
generic cabling, performance requirements of channels, links,
connecting hardware and cords, implementation requirements,
compliance requirements and verification procedures, and
interfaces. Requirements for cable performance are made via
reference to applicable IEC standards.

Dealing with balanced twisted-pair cabling, new Classes I and II
are specified with Category 8.1 (RJ45 connector) and Category
8.2 (proprietary connector) components respectively.

Balanced Twisted-Pair Class Specifications of ISO/IEC 11801-1:

• Class A is specified up to 100 kHz
• Class B is specified up to 1 MHz
• Class C is specified up to 16 MHz
• Class D is specified up to 100 MHz
• Class E is specified up to 250 MHz
• Class EA is specified up to 500 MHz
• Class F is specified up to 600 MHz
• Class FA is specified up to 1000 MHz
• Class I and Class II are specified up to 2000 MHz

Significant changes from the previous edition include:
Class I and II channel and link requirements have been added

• Category 8.1 and 8.2 connecting hardware and cord
requirements have been added

• Cabled OM1, OM2, and OS1 optical fibre is no longer
recommended for new installations

• Cabled wideband OM4 (OM5) and OS1a optical fibre
requirements have been added

This International Standard provides:
a) users with an application-independent generic cabling system

capable of supporting a wide range of applications
b) users with a flexible cabling scheme making modifications

both easy and economical
c) building professionals (for example, architects) with guidance

allowing the accommodation of cabling before specific
requirements are known; that is, in the initial planning for
either new construction or refurbishment

d) industry and application standardisation bodies with a cabling
system which supports current products and provides a basis
for future product development.

This International Standard specifies a multi-vendor cabling
system which can be implemented with material from single
and multiple sources, and is related to:
a) international standards for cabling components developed

by committees of the IEC, for example copper cables and
connectors as well as fibre optic cables and connectors (see
Clause 2 and bibliography)

b) standards for the installation and operation of information
technology cabling as well as for the testing of installed
cabling (see Clause 2 and bibliography)

c) applications developed by technical committees of the IEC, by
subcommittees of ISO/IEC JTC 1 and by study groups of IEEE
802 and ITU-T, for example for LANs and ISDN

d) planning and installation guides which take into account the
needs of specific applications for the configuration and the
use of cabling systems on customer premises (for example
ISO/IEC 14709 series, ISO/IEC 14763 series, ISO/IEC 30129,
and ISO/IEC 18598).

Introduction
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Fibre optic system - Transmission
speed from 40 Gbps to 100 Gbps

IEEE 802.3 is a working group within the Institute of Electrical and

Electronics Engineers (IEEE) professional organisation. It is also

a collection of IEEE standards produced by the working group

defining the physical layer and the media access control layer

(MAC) of wired Ethernet. (There are other groups responsible

for wireless, etc.) These standards define technology, generally

specific to local area networks, with some wide area network

applications. The standards define the physical connections

between nodes and/or infrastructure devices like hubs, switches,

routers, etc. and various types of copper or fibre optic cable.

The Telecommunications Industry Association (TIA) and the SC25

committee in ISO/IEC defines the performance for structured

cabling at the component level, link level and channel level to

support an application over the distance specified. Sometimes

a new performance category needs to be defined to support a

new application.

The purpose of standards is to provide the minimum requirements

to guarantee applications will function properly with equipment

from any manufacturer. Using TIA or ISO/IEC structured cabling

assures interoperability between components from different

manufacturers.

40/100 Gbps transmissionIEEE and TIA ISO/IEC standards

In 2010, the IEEE 802.3ba standard defining 40 Gbps and 100

Gbps Ethernet transmission primarily over optical fibre was

ratified. This was based on the IEEE 802.3ae standard defining

10 GbE transmission ratified in 2002, which made development

of the standard much easier and faster. IEEE did not develop

a completely new transmission definition for 40G bps and 100

Gbps transmission over two fibres like 10 GbE. Both 40 GbE

and 100 GbE were based on using parallel transmission paths

transmitting 10 Gbps; 40 GbE requires four channels and 100

GbE requires ten channels for both transmission and reception.

This was a departure from previous fibre optic systems.

In 2015, IEEE released a new standard, 802.3bm, which provides

a new version of 100 GbE to reduce costs. This standard

reduces the number of transmission channels from 10 to 4 by

increasing the modulation rate from 10 Gbps to 25 Gbps in each

channel. This will make it very easy to update the infrastructure

from 40 GbE to 100 GbE because both use the same number

of fibres for transmission.

Every application that IEEE802.3 defines has a Physical Medium

Dependent (PMD) sublayer as part of the specification. The

PMD sublayer defines details of transmission and reception

of individual bits on a physical medium. Table 1 lists most of

IEEE’s 40 Gbps Ethernet PMDs, including the PMD name, type

of medium and distance over which application is supported.

PMD names are often used when naming transceivers.

Table 1: IEEE Objectives for 40-Gigabit Ethernet
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CAT. 8 - Understanding the new
performance category for balanced
twisted pair cables

Ethernet is now widely deployed as a preferred networking

solution for many types of application ranging from small

businesses to large enterprises. Increased network traffic,

driven by server virtualization and converged networking, is

driving the need for higher bandwidth server connections.

Ethernet BASE-T interfaces, using balanced twisted pair

cabling, are prevalent. They are ideal for network environments

with a mixed set of applications, equipment and networking

port speeds. The ability to auto-negotiate between application

speeds allows easy migration to higher operating speeds on an

as-needed basis, while maintaining compatibility with existing

equipment. This, along with its cost-effectiveness, makes

balanced twisted pair cabling still a very popular medium for

supporting Ethernet applications.

Category 6A performance was defined to support 10 Gigabit

Ethernet (GbE) over balanced twisted pair cabling in a channel,

up to 100 m. This standard was ratified in February 2008.

In 2010, the Institute of Electrical and Electronics Engineers

(IEEE) ratified the 802.3ab standard defining 40 Gbps and 100

Gbps Ethernet transmission. There are many options for the

physical medium dependent (PMD) sublayer that defines the

transmission and reception details of the physical layer. The

majority of the options are listed below. As you can see, most

PMDs listed are for 40/100 Gbps transmission over fibre. There

is a shielded copper cable option for both 40 and 100 GbE for up

to 7 m, but the supported medium is twinax cable. There is no

option for balanced twisted pair cable.

The IEEE 802.3 NGBASE-T Call-for-Interest (CFI) led to the

formation of a Study Group to investigate and possibly develop

this technology. In March, 2013, IEEE approved the formation of

the task group IEEE 802.3bq to develop the 40GBASE-T Ethernet

Standard for supporting 40 GbE over cost-effective twisted pair

cabling.

Some of the main objectives of the 802.3bq group are the

following:

• Support full duplex operation only

• Preserve the 802.3 Ethernet frame format utilizing the 802.3

MAC

• Preserve the minimum and maximum frame size of the

current 802.3 standard

• Support a Bit Error Rate (BER) better than or equal to 10-12

• Support auto-negotiation

• Support energy-efficient Ethernet

• Support local area networks using point-to-point links over

structured cabling topologies, including directly connected

link segments

• Do not preclude meeting FCC and CISPR EMC requirements

• Support a data rate of 40 Gbps

• Define a link segment based upon copper media specified

by ISO/IEC JTC1/SC25/WG3 and TIA TR-42.7 meeting the

following characteristics: – 4-pair, balanced twisted pair

copper cabling

– Up to two connectors

– Up to at least 30 m

• Work in TIA 42.7 was initiated in 2013 to support this new PMD

for 40GBASE-T.

What initiated the development
of Category 8?Introduction TIA

Summary of Physical Layer Options for Supporting 40 and 100 GbE

PMD/INTERFACE IEEE STANDARD SUPPORTED MEDIA

40GBASE-SR4 802.3ab OM3 multimode fibre (d 850 nm (4-channel) up to 100 m
OM4 multimode fibre (d 850 nm (4-channel) up to 150 m

40GBASE-LR4 802.3ab Singlemode fibre (d1310 nm (CWDM) up to 10 km

40GBASE-CR4 802.3ab Twinax cable (4-channel) up to at least 7 m

40GBASE-KR4 802.3ab Backplane (4-channel) up to 1 m

100GBASE-SR10 802.3ab OM3 multimode fibre (d 850 nm (10-channel) up to 100 m
OM4 multimode fibre (d 850 nm (10-channel) up to 150 m

100GBASE-LR4 802.3ab Singlemode fibre (d 1310 nm (CWDM) up to 10 km

100GBASE-ER4 802.3ab Singlemode fibre (d 1310 nm (CWDM) up to 40 km

100GBASE-CR10 802.3ab Twinax cable (10-channel) up to at least 7 m

IEEE announced a Call-for-Interest (CFI) for a new application, NGBASE-T in July 2012. NGBASE-T stands for Next Generation BASE-T beyond 10 Gbps. “BASE-T”
signifies that the medium will be balanced twisted pair cabling
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Fibre considerations when
migrating to 40/100-Gigabit Ethernet
Multimode fibre systems have been the most cost-effective

fibre solution to use in the data center because the transceivers

are much less expensive than singlemode transceivers.

Multimode transceivers use a vertical cavity surface emitting

laser (VCSEL) light source, which is easy to manufacture and

package. Multimode fibre systems have a shorter reach than

singlemode systems, however most distances are less than

150 m; surveys have shown that more than 80% of data centers

extend to 100 m or less. Although singlemode cable is less

expensive, after factoring in the total system cost of multimode

versus singlemode, multimode is still much less expensive.

Some common approaches used in data centers are

summarised in Table 6 below. Each approach uses short-

wavelength (850 nm) transmission over multimode fibre.

The fibre system should be designed around OM3 or OM4 MMF

if there are plans to support applications beyond 10 Gbps. OM3

supports 10 GbE up to 300 m, but only supports 40 GbE up to

100 m. OM3 supports the 100GBASE-SR10 PMD up to 100 m

Table 6: Common Data Center Approaches Using Short Wavelength Transmission

Table 7: Maximum Channel Insertion Loss

but only supports 100GBASE-SR4 up to 70 m so that is another

important consideration. OM4 supports 10 GbE up to 550 m,

but only supports 40 GbE up to 150 meters. OM4 supports

the 100GBASE-SR10 PMD up to 150 m but only supports

100GBASE-SR4 up to 100 m.

If planning to support 40 GbE and/or 100 GbE in the future, the

channel cannot be designed for the maximum distances over

which 10G can be supported. If the data center has distances

exceeding 70 m it is a good idea to use OM4, since OM4 supports

10 GbE through 100 GbE for up to at least 100 m. Always design

for the application that has the most stringent requirements

(usually the fastest data rates) even if the application is a future

installation.

In addition to selecting the type of fibre, OM3 or OM4, there

are several other important considerations when selecting

components for a fibre optic cabling system. These include

channel insertion loss, polarity and alignment pins.

Channel Insertion Loss/Loss Budget

The channel insertion loss is made up of the insertion loss (IL)

of the cable, specified as decibels per kilometer (dB/km), the

insertion loss of all mated connector pairs and the insertion loss

of splices in that channel. As can be seen in the table below, as

the data rate increases from 10 Gbps to 40/100 Gbps, the total

channel insertion loss or loss budget decreases noticeably.

PMD Name Fibre Type Total Number
of Fibres

Max Link
Length
(m)

Max Channel
Insertion
Loss (dBs)

10 GbE 10GBASE-SR OM3 2 300 2.6

40 GbE 40GBASE-SR4 OM3 8 100 1.9

40 GbE 40GBASE-SR4 OM4 8 150 1.5

100 GbE 100GBASE-SR4 OM3 8 70 1.9

100 GbE 100GBASE-SR4 OM4 8 100 1.9

100 GbE 100GBASE-SR10 OM3 20 100 1.9

100 GbE 100GBASE-SR10 OM4 20 150 1.5

10G 40G 100G (-SR10) 100G (-SR4)

Signalling 10Gb 10Gb x 4 10Gb x 10 25 Gb x 4

Laser Type VCSEL VCSEL Array VCSEL Array VCSEL Array

Fibre Type OM3/OM4 OM3/OM4 OM3/OM4 OM3/OM4

Connector
2 LCs 12-fibre MPO (2) 12-fibre MPOs or 24-fibre

MPO
12-fibre MPO

Number of Fibres
Needed

2 fibres 8 fibres 20 fibres 8 fibres

Maximum Distance
OM3: 300 m
OM4: 550 m

OM3: 100 m
OM4: 150 m1

OM3: 100 m
OM4: 150 m1

OM3: 70 m
OM4: 100 m

1. 150 m over OM4 requires low-loss connectors. This is discussed in the channel insertion section.
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RELIABLE, EFFICIENT AND SCALABLE DATA CENTER INFRASTRUCTURES IS WHAT WE CREATE

SERVER RACKS

AISLE 
CONTAINMENT

ACTIVE COOLING

INTELLIGENT 
PDUS

AISLE CONTAINMENT
The SJ Manufacturing Next Generation aisle 
containment solution is rack supported 
and efficiently separates hot and cold airflows 
in data centers. The SJ Manufacturing GeM2 Free 
Standing offers ‘pay-as-you-grow’ capabilities with 
infrastructure fitted for phased rack population. 
The Free Standing aisle efficiently separates hot 
and cold airflows, so now investments in racks 
can be spread over time.

SERVER RACKS
The SJ Manufacturing has an extensive portfolio 
of racks for your data center. The EzRak® racks 
are perfectly suited for the installation of  (blade) 
servers, switches, patch panels, routers and storage 
equipment. Modularity and flexibility are always 
central concepts in the design process.

ACTIVE COOLING
Legrand offers a complete portfolio of active cooling 
solutions. The portfolio includes active cooling 
equipment based on H2O (water) and DX (refrigerant). 
These products are typically placed as frames 
between the 19-inch racks, this is referred to as “row 
based cooling”. Row based cooling has taken off 
immensely in server rooms and data centers and will 
continue to grow in the near future. 

MODULAR SUITE SYSTEM
The Modular Suite System enables the effective and 
secure segregation of unauthorised personnel and 
equipment, while retaining unlimited scalability. 
Whether standard or a customized combination, the 
system is able to make rapid expansion with a range 
of three panel widths, coupled with vented panels, 
lock sliding door and locking options catered to all 
level of security requirements.   

INTELLIGENT PDUS
Raritan’s award-winning PDUs that, other than 
reliable power supply, are a launch pad for real-time 
remote power monitoring, environmental sensors, 
and data center infrastructure management. The 
PX series offers hundreds of models with options 
including outlet switching, individual outlet metering, 
high power, and 400V three-phase power distribution.

MODULAR SUITE
SYSTEM

Legrand Data Center Solutions offers sustainable data center solutions. The key concepts of modularity, flexibility and 
energy-efficiency have been implemented throughout the extensive product portfolio. This ensures that customers 
always benefit from the latest data center technologies: modular solutions that are fully adapted to the individual and 
ever-changing needs of the data center infrastructure. 
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SERIAL 
CONSOLES

KVM 
DRAWERS 

RACK TRANSFER 
SWITCHES

KVM-OVER-IP

CENTRALIZED 
SERVER ACCESS 

& CONTROL 

ENVIRONMENTAL 
SENSORS

LCS³ STRUCTURED 
CABLING SYSTEMS

LCS³ STRUCTURED CABLING SYSTEMS
Legrand provides high-quality connectivity
to more than 200 million devices. Its investment 
in the development and design of structured 
cabling systems and solutions has enabled 
Legrand to expand its range of products. 
Legrand has moved from standard to premium 
copper and fibre global solutions for structured
cabling – both in data centers and LAN.

KVM-OVER-IP
Raritan’s enterprise-class KVM-over-IP switches 
provide multiple users with remote BIOS-
level access and control of multiple servers to 
maximize uptime and improved productivity.

KVM DRAWERS 
Connect to your existing analog or digital KVM 
switches and get video, keyboard and touchpad 
functionality from a single workstation to manage 
one or multiple racks of servers.

SERIAL CONSOLES
Raritan’s next generation serial console servers 
/ terminal servers providing serial-over-IP 
access and control of serial devices — anytime, 
anywhere. Enjoy unrivaled control over servers, 
networking devices, security appliances, rack 
PDUs, virtual hosts, and wireless / telecom 
equipment.

CENTRALIZED SERVER ACCESS & CONTROL
Access and control entire IT infrastructure(s) from 
a single system, featuring BIOS-level, out-of-
band KVM and serial access to a wide variety of 
computer and serial devices.

ENVIRONMENTAL SENSORS
Raritan’s plug-and-play sensors for monitoring 
and alerting of heat, humidity, airflow, air 
pressure, water/leaks, contact closures, motion 
around a cabinet, and vibration. Allows to monitor 
real-time environment data and report trends 
over time.

RACK TRANSFER SWITCHES
Intelligent hybrid transfer switches prevents 
downtime with single power supply devices. 
It is the first in the world to offer both 
electromechanical relays and SCRs to overcome 
the limitations of a traditional ATS.



Please see our comprehensive data center 
brochure for the complete data center portfolio: 

DATACENTER.LEGRAND.COM

THE GLOBAL SPECIALIST 
IN ELECTRICAL AND DIGITAL BUILDING INFRASTRUCTURES

DATA CENTER
LOCAL AREA NETWORK

3 DIMENSIONS 
OF EXCELLENCE

PERFORMANCE SCALABILITY EFFICIENCY

WWW.LEGRAND.COM WWW.LEGRAND.COM.SG WWW.RARITAN.COM

More information about Legrand and its specialist 
brands can be found in several brochures which 
can be downloaded from the websites. 

More information?

Please note that the assortment may differ per region or country.

POWER 
Intelligent PDUs
Rack Sensors
Transfer Switches
Inline Meters

ACCESS & CONTROL
KVM Switches
Serial Consoles
Extenders

DATA CENTER 
TECHNOLOGY  SOLUTIONS


